In 2010, over 20.3 million vehicles were recalled. Software issues related to automotive controls such as cruise control, anti-lock braking system, traction control and stability control, account for an increasingly large percentage of the overall vehicles recalled. There is a need for new and scalable methods to evaluate automotive controls in a realistic and open setting. We have developed AutoPlug, an automotive Electronic Controller Unit (ECU) architecture between the vehicle and a Remote Diagnostics Center to diagnose, test, update and verify controls software. Within the vehicle, we evaluate observer-based runtime diagnostic schemes and introduce a framework for remote management of vehicle recalls. The diagnostics scheme deals with both real-time and non-real time faults, and we introduce a decision function to detect and isolate faults in a system with modeling uncertainties. We also evaluate the applicability of "Opportunistic Diagnostics", where the observer-based diagnostics are scheduled in the ECU's real-time operating system (RTOS) only when there is slack available in the system, i.e. it can work with existing hardware in current vehicles. This aperiodic diagnostics scheme performs similar to the standard, periodic diagnostics scheme under reasonable assumptions. This approach works on existing ECUs and does not interfere with current task sets. The overall framework integrates in-vehicle and remote diagnostics and serves to make vehicle recalls management a less reactive and warranty management a cost-intensive procedure.

The increasing complexity of software in automotive systems has resulted in the recent rise of firmware-related vehicle recalls due to undetected bugs and software faults.
In 2009, Volvo recalled 17,614 vehicles due to a software error in the engine-cooling fan control module [1]. According to the NHSTA report, the error could result in engine failure and could possibly lead to a crash. In August 2011, Jaguar recalled 17,678 vehicles due to concerns that the Cruise Control in those vehicles may not respond to normal inputs and once engaged could not be switched off [2]. In November 2011, Honda recalled 2.5 million vehicles to update the software that controls their automatic transmissions [3].

While there is a significant effort for automotive software testing and verification at the design stage [4], not all possible runtime faults throughout the vehicle's lifetime can be detected. A systematic approach and infrastructure for post-market runtime diagnostics for the control software is lacking in current automotive systems. Once the vehicle leaves the dealership lot, its performance and operation safety is a black box to the manufacturers and the original equipment providers. For the over 100 million lines of code and over 60 ECUs in a vehicle [5], there are only about 8 standard Diagnostic Trouble Codes (DTCs) for software, and those too are generic (e.g. memory corruption) [6]. Of the DTCs for software, none target the control software in the ECUs even though control systems like stability, cruise, and traction control are safety-critical systems.

While this effort includes electric vehicle drivetrains, vehicle-to-vehicle networking, automotive Plug-n-Play systems and large-scale vehicle traffic management, the focus of this paper is on in-vehicle architectures of the future.

**A. Runtime in-vehicle Diagnostics and Recalls Management**

The current approach for handling vehicle recalls is reactive where the manufacturers announce a recall only after the problem occurs in a significant population of deployed vehicles and all vehicles of that particular year/make/model are recalled. A software recall
involves the vehicle being taken to service center and a technician either manually replaces the ECU which contains the faulty code, or reprograms the code onboard the ECU with the new version provided by the manufacturer. One problem with this method is that the decision to recall vehicles involves word-of-mouth or manually logged information going from the service centers to the manufacturer, which takes time and in the meanwhile may result in a malfunction within a safety critical system. This wait-and-see approach to recalls has a significant cost in both time and money and has a negative impact on the vehicle manufacturers reputation.

Consequently, there is an urgent need for systematic post-market in-vehicle diagnostics for control systems software such that issues can be detected early. The in-vehicle system would be responsible for data logging of sensor values and runtime evaluation of controller states. To complement this, a Remote Diagnostics Center (RDC) would receive this data, over a network link, to prepare an appropriate Fault Detection and Isolation response (see Fig. 1). This would normally be in the form of sending a custom Dynamic Diagnostic Code which observes the ECUs and controller tasks in question. Once sufficient data is captured, the RDC, using a model of the plant, is able to execute a grey-box structured system identification to build a plant model of the particular vehicle. Using this vehicle-specific plant model, the RDC develops a fault-tolerant controller for the issue and the vehicle is remotely reprogrammed via a code update.

While this approach is difficult in practice as it would require extensive runtime verification of the patched controller, we present the early design of
such a system with AutoPlug.

B. Overview of AutoPlug

The AutoPlug automotive architecture aims to make the vehicle recalls process a less reactive one with a runtime system for diagnosis of automotive control systems and software. Our focus is on the on-line analysis of the control system and control software within the vehicle ECU network and between the vehicle and the RDC. We assume the network link between the two is available.

The runtime system within the vehicle is responsible for:

(i) Fault Detection and Isolation: Sensor, actuator and controller states are logged for the specific ECU. This data is analyzed locally and a summary of the states are transmitted to the RDC.

(ii) Fault Tolerant Controllers: Once a fault is detected, the high-performance controller is automatically replaced with a backup controller.

(iii) ECU re-programming for remote code updates: Upon reception of reformulated
controller code from the RDC (which will guarantee the stability and safety of the particular vehicle), the runtime system re-flashes the particular controller task(s) with the updated code. This can be done over a cellular or wireless communications link.

(iv) **Patched Controller runtime-verification:** The updated code is monitored with continuous checks for safety and performance.

While the on-board system provides state updates of the specific controller, the *Remote Diagnostics Center (RDC)* provides complementary support by:

(i) **Data analysis and fault localization:** Using grey-box structured system identification, a plant model of the particular vehicle is created. The existing controller is evaluated on this model to isolate faulty behavior.

(ii) **Reformulating Control and Diagnostics Code:** A new controller is formulated for the specific plant model and further diagnostics code is dispatched.

(iii) **Recalls Management:** Reformulated controller code is transmitted to the vehicle.

(iv) **Generating Controller Verification profiles:** The updated controller is probed for performance and safety.

A more descriptive view is provided in Fig. 2. This system is capable of diagnosing and reformulating controllers with real-time faults (delay, jitter, incorrect sampling rates) and system faults (stuck-at faults, calibration faults and noise in sensors/actuators).

### C. AutoPlug Test-bed

In order to design and validate the proposed architecture we developed the AutoPlug test-bed that consists of a Hardware-in-the-Loop simulation platform for ECU development and testing (see Fig. 3). The hardware is in the form of a network of ECUs interfaced by
CAN, on which we implement the control and diagnostic algorithms. Each ECU runs the nano-RK RTOS [7], a resource kernel with preemptive priority-based real-time scheduling. Instead of a real-vehicle, our plant uses The Open-source Race Car Simulator (TORCS). This provides physics-based high-fidelity vehicle models and different road terrains. The testbed provides us with the realism of using a real vehicle, and also has enough flexibility to implement our own code. In addition, we can introduce faults that are not covered by set of standard Diagnostic Trouble Codes (DTC). We have tested out basic control algorithms, running as real-time tasks on nano-RK, for Anti-Lock Braking System (ABS), Traction Control, Cruise Control and Stability Control to see that the testbed indeed performs like a real vehicle would. AutoPlug is free and open-sourced.

D. Discussion

The main contributions of this effort are: (a) An architecture is introduced which uses both in-vehicle and remote diagnostics for remote recalls management of deployed vehicles; (b) We present a modification of the traditional observer-based FDI scheme for in-vehicle opportunistic diagnosis, as well as an experimental thresholding scheme for fault detection and isolation in presence of modeling uncertainties; (c) Finally, we implement...
and evaluate these schemes on real ECUs on the AutoPlug test-bed for Hardware-In-Loop simulation. This effort is a step in the direction for safer automotive software by facilitating post-market diagnostics, testing and reconfiguration from a remote datacenter.

REFERENCES


ADDITIONAL READING: